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Abstract

A new structural mechanics simulation method isented which allows to take the effects of defects
such as porosity or geometry deviations in actwaatspinto account. Contrary to traditional FEM
simulation, the new method does not require meshimigworks directly on computertomography (CT)
scans. The results of the new method are in gomebagent with both experimental results from tensile
tests as well as with traditional FEM simulations fegular geometries. It is suggested to use ¢ine n
method in quality assurance in order to obtainxgiet quantitative understanding of whether ot no
observed porosity or shape deviations in actudsmauld have a significant detrimental effect loa t
mechanical durability of the components.
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1 Motivation

The influence of material defects and geometry gharintroduced by production processes such as die
casting, injection molding or additive manufactgrion the mechanical properties of materials and
components is traditionally considered through eitgli safety factors applied to the results of FEM
simulations and experimental tests of mechanicedtllity. If chosen too cautiously, however, such
safety factors may hinder further advancementsightweight construction. To overcome this

limitation, a better understanding of the “effeatshe defects” on the mechanical properties isireql.

With the aid of X-ray computed tomography (CT)emmal discontinuities and geometry deviations can
be accurately detected and visualized. Their dpdisdribution, size and shape parameters can be
determined using suitable image processing angsisaoftware and then compared to corresponding
specifications as set by the producer of the cormpbrHowever, these specifications are typically
based on historical experience. A more technicasoring for these specifications would require
knowledge about the extent to which the discontiesiand geometry deviations change the mechanical
stresses inside the component compared to thosevéra simulated using CAD models and FEM

software in the development process.

A new simulation method is presented which allosvsiinulate the internal stress distributions dlyect
on CT data and may be used to predict the terts@dagth and the location of crack initiation foake

components with defects and deformations.
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2 Simulation M ethod

As described in [1], conventional finite elementthoels require that the simulated domain is tiléd in

a mesh of small volume primitives before a simolattan be conducted. This meshing step is crucial
for the success of the simulation and can be ahgilig for complex geometries [2, 3], or even
practically impossible [4], since contrary objeetvare to be met. First, the mesh must be fineginou
to capture all relevant geometric details. Secadmel,number of mesh cells must not be too large in
order to keep the computationéficet at a practical level. Third, the mesh cells tmamform to certain

shape criteria in order to assure the numerichlilgtaof the simulation [5].

Recently, mesh-less and immersed-boundary fingmeht methods have been used to overcome the
meshing problem [5, 6]. Such methods do not reghieegeneration of a boundary-conforming mesh

and are suited for the simulation of arbitrarilymquex domains as found in porous objects.

This approach is implemented in the structural raaas simulation module of VGSTUDIO MAX by
Volume Graphics [7] which is optimized for workingth complex domains like porous materials.
VGSTUDIO MAX does not require a polygon mesh at @aynt in the processing tool-chain. The
reconstructed surface of the CT-scanned part iesepted in an implicit manner directly sourcing th
image data. The solver is based on an immerseddaoyinmethod and as such does not require a

geometry-conforming mesh. It works directly on imglicitly represented surface.

3 Comparison with Experimental Results

A comparison between experimental results and sitioul results of tensile tests was conducted for
two types of additively manufactured AlSi1l0Mg compats, namely a tension rod and a bionically
optimized aeronautic structural bracket. In oradeexamine the effect of pores on their mechanical
properties, porosity in different volume fractioshapes and spatial distributions was intentionally
introduced into the samples. Overall, 18 specinferemsion rods and 18 specimen of the aeronatic
bracket were CT scanned and subject to experimguotai-static tensile tests. A selection of the tes
specimen is shown in Figure 1. The details of #ma@e design and manufacturing process, the CT

scanning and the tensile test procedure are deskiril1].

Static structural mechanics simulations were parém based on the reconstructed surfaces from the
CT scans. A linear-elastic isotropic material mogteak used with a Poisson’s ratio of 0.3 which is a
common choice for metals. The boundary conditioasvget up as to mimic the physical tensile tests.
All simulations were performed with a unit totalplipd force. The static structural mechanical
simulations provide the local stress tensor apaihts within the undeformed specimen, from which
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the local von Mises stress is calculated. The tiegusimulated stress field does take into acctimt

stress concentration effect of the pores in thbgso

A—250A (Specimen 1 of 3)
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B—125A (Specimen 1 of 3)
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C—75A (Specimen 1 of 3)

E—Bars200 (Specimen 2 of 3)

Figure 1: Five out of 36 test specimens. A—C: Tensials, D—E: Aeronautic parts. For each specimert—tef
photograph, beforedestructive test. Right—CT imdata of same specimen, outer surface transpaaisity
highlighted in red. [1]

Given that the von Mises stress is proportionaht applied force (which is assumed in the linear-
response approximation of the material and for kemdugh deformations) the first crack of the probe
can be expected to occur at the location wherevdineMises stress at unit force takes on its global
maximum, and the applied forcednecessary to initiate the first crack can be etqueo be inversely

proportional to the global maximum of the von Misé®ss.

In practical simulations, we often find a few losftless maxima with stress values only slightlg les
than the global stress maximum. In the following wi# denote local stress maxima by the more
intuitive term hot-spots. The used software autacaly detects all hot-spots and sorts them byrthei
von Mises stress. We denote the von Mises stretbe dirst hot-spot by HSIt is equal to the global
von Mises stress maximum. The subsequent hot-$f®tHS; etc., are the next largest local maxima
in descending order. Due to various uncertaintiemodeling, imaging, surface reconstruction, and
simulation, the first crack seen in the physicgdeziment does not always happen at,Hfsit it will
happen at any of the first few hot-spots. To lema the uncertainties to some amount, we take the
average of the N largest hot-spots
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<HS>pN=Xi-1HS, (1) [1]

and expect this to be inversely proportional s@cF

1
Ferack ~ <Hs>y (2) [1]

In this study, we chose N=3. This choice does aetrsto be very critical. We tested N =1 .. .¢at n

changing the reported results qualitatively.

3.1 Tensile Strength

Figure 2 shows the comparison betweegn.Fas expected from the simulation results accordiing

formula (2) and Eaccas measured in the experimental tensile tests.
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Figure 2: Measured force at first crack:{f) versus prediction from simulation (1/<H§>Each data point
represents one tested specimen. Left—tensile righg;:—aeronautic parts. The straight line is atiesagiares fit

to the data. Dotted line: least-squares fit withitvet Notch configuration [1]

Both experiment and simulation show that the memalrer of pores in the specimen alone is not a
good predictor for tensile strength, but tensilerggth is significantly influenced by the spatial
distribution and the shape of the pores. This sstggihat conventional porosity specifications may

introduce unnecessarily high safety margins.

The numeric cross-correlation between simulatisnlte and experimental results is 0.96 for theiens
rods and 0.78 for the aeronautic parts. The nunumicelation between experiment and simulation
raises from 0.78 to 0.86 when ignoring the Notchfiguration which represents affdirent type of

porosity (long thin groove as opposed to ellipssiidped pores in the other specimen). This may lead
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to a different stress-strain characteristics indhetile range before cracking which is not consden
the linear elastic material model used in the satioihs.

250C, specir_nen 1 _Df 3, HS]

Mises stress colors: low

high

Figure 3: Predicted versus real locations of fractordive examples. Left column—aDigital reconstriact from

CT-scan of intact part. Simulated von Mises stréssve as color overlay. Predicted fracture locatimidated

by red cross. Rows 1, 4, and 5: cross=global vaseslimaximum (HS1); row 2: cross=second-largest \omal

Mises maximum (HS2); row 3: crosses=global and séargest von Mises maxima (HS1, HS2). Right
column—photographs of the parts after tensile t¢&}s
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3.2 Crack Location

For 12 out of 18 specimens, a crack did actualbuoat the first or second most-likely crack looati

as predicted by the simulation. For 3 specimenacks did occur within the top-ten most-likely
predicted locations. Only for the remaining 3 spes (incidentally, all 250D specimens), there was
no coincidence between any predicted and real daazkion. Figure 3 shows the simulated versus
predicted crack locations for five selected speaime

4 Comparison with FEM Simulation

In [8], the results of the structural mechanicsudation in VGSTUDIO MAX were compared with
those of a classical FEM simulation for a solid ednd a cubic lattice made from Ti6AI4V. In this
case, the VGSTUDIO MAX simulation was carried ontam .stl mesh of the structures, and Autodesk
Fusion 360 with a Nastran solver was used for ##l Bimulation. For the solid cube, the maximum
displacement and the effective Young's modulusuated with the VGSTUDIO MAX simulation
differed by only +0,7% from the results of the Ntastsolver. In the case of the lattice structune, t
maximum local von Mises stress and the effectivaingps modulus are 2,5% higher than those
obtained with the FEM solver. Given the inevitabdgiance of the setup of any simulation model and
its influence on the results, this indicates a gagteement between the results of the VGSTUDIO

MAX simulation and those of a classical FEM solver.

5 Practical Usein Quality Assurance

The task in quality assurance of manufactured corapis is to determine whether the observed defects
such as porosity determined from CT scans canbsithccepted or not. This is traditionally done by
defining maximum acceptable levels of porosity émis of aggregate porosity, maximum size and
shape of pores and combinations thereof. Theseatalmg criteria are typically based on experience
and are heuristic in character. They do not expliguantify changes in the internal stress disitiin
caused by the defects compared to the CAD baseddtiMations of the idealized component which
are used in the development and construction phasassess the mechanical durability of the

component.

Given the good agreement of the structural meckasioulation of VGSTUDIO MAX as described
above with both experimental results and traditidflBM simulations, the following procedure for
guality assurance may be suggested: for manufattwomponents which have been CT scanned, a
simulation of the internal stress distribution floe typical load case(s) is carried out using blo¢hCT
scan which represents the actual state of the coempdncluding defects and geometry deviations and

a CAD model or surface mesh representing the imaponent as used in the design, construction and

Contribution ID: 51 6



15" Asia Pacific Conference for Non-Destructive TegfAPCNDT2017), Singapore.

FEM based durability simulation of the componemtiefancing criteria can then be explicitly based on
the extent to which the internal local stresseshim actual component exceed those in the ideal
component and how this exceedance relates to ii@atfocations identified and the safety margins

applied in the durability design of the componegi. example for such a comparison is shown in

Figure 4.

Figure 4: Comparison of the local von Mises stréssidution in an ideal component described bystin .

surface mesh (top) and an actual produced compavigntiefects represented by its CT scan (bottom)

In this example, the porosity in the actual paatieto hot spots of higher local stress compardiaeto
ideal component. The maximum internal stress oleseanywhere in the specimen increases by more

than 80 % and is found at a hot spot with a sn@lime in the zone of high porosity.

6 Summary and Conclusion

The new structural simulation method presentetigygaper is capable of taking the effects of niater
defects like porosity and geometry deviations agerd@ned from CT scans of manufactured
components into account in the calculation of titernal stress distributions under a given external
load. Its results are in good agreement with bagfeemental tensile tests as well as traditionaVFE
simulations. This suggests that it may be useduality assurance to obtain an explicit quantitative
understanding of whether or not observed porodéfects or geometry deviations in actual partsaoul

have a significant detrimental effect on the meaamurability of the component.
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